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Abstract— Quality-of-Service (QoS) guaranteesin networks
are increasinglybasedon per-flow queueingand sophisticated
scheduling Most advanced scheduling algorithms rely on a
common computational primiti ve: priority queues.Lar ge pri-
ority queuesare built using calendar queueor heapdata struc-
tures. To support advanced schedulingat OC-192 (10 Ghps)
rates and above, pipelined managementof the priority queue
is needed. We presenta pipelined heap manager that we
have designedas a core integratable into ASIC’s, in synthe-
sizable Verilog form. We discusshow to useit in switchesand
routers, its advantagesover calendar queues,and we present
cost-performance tradeoffs. Our designcan be configured to
any heapsize. We have verified and synthesizedour designand
presentcostand performance analysisinformation.
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|  INTRODUCTION

The speedf networksis increasingat a dramaticpace.Sig-
nificantadvancesalsooccurin network architectureandin
particularin the provision of quality of service(QoS)guar
antees. Switchesand routersincreasinglyrely on special-
ized hardware to provide the desiredhigh throughputand
adwancedQoS. Such supportinghardware becomesfeasi-
ble andeconomicabwing to theadvancesn semiconductor
technology To beableto provide top-level QoSguarantees,
network switchesand routersincreasinglyrely on per-flow
gueueingand advancedscheduling[14]. The topic of this
paperis hardwaresupportfor advancedscheduling.
Perflow queueingefersto thearchitecturevherethepack
etscontendingor andawaiting transmissioron a givenout-
putlink arekeptin multiple queuesthusproviding isolation
betweenflows. A schedulemustthen sene thesequeues
in an orderthat fairly allocatesthe available throughputto
theactive flows. Commerciakwitchesandrouterscurrently
have multiple queuesperoutput,but their numberis limited
(afew tens),sotheir schedulerarerelatively simple. When
morequeuesredesiredthehardwarearchitecturénasto be
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adaptediccordingly Managingmary thousandsf queuest
high speeds feasible today usingmodernVLSI technology
[13].

This paperdealswith the next problem: implementing
sophisticatedschedulingalgorithms at high speed,when
thereare mary thousandsf contendingflows. Sectionll
presentsan overview of variousadvancedschedulingalgo-
rithms. They all rely on a commoncomputationaprimitive
for their mosttime-consumingpperation: finding the mini-
mum (or maximum)amonga large numberof values. Pre-
vious work on implementingthis primitive at high speeds
reviewed in sectionll.C. However, for OC-192(10 Ghps)
andhigherrates,andfor pacletsasshortasabout40 bytes,
evenhigheroperatiorrateis needed.To achieve suchhigher
rates pipeliningmustbe used.

This papempresenta pipelinedheapmanagethatwe have
designedin the form of a core, integratableinto ASIC's.
Pipeliningthe heapoperationgequiressomemodifications
to the normal (software) heapalgorithms, as describedin
sectionlll. SectionlV presentsost-performancéradeofs.
SectionV describe®urimplementationwhichis in synthe-
sizableVerilog form. The ASIC corethatwe have designed
is configurableto any sizeof priority queue. A new opera-
tion canbeissuedin every clock cycle, exceptthataninsert
operationor anidle cycle is neededetweerntwo successie
deleteoperations.

Il PRIORITY QUEUESFORADVANCED SCHEDULING
Many advancedschedulingalgorithmshave beenproposed,;
goodoverviews appearin [17] and[12, chapter9]. Prior
ities is a first, importantmechanism;usually a few levels
of priority suffice, sothis mechanisms easyto implement.
Aggregation (hierarchicalscheduling)is a secondmecha-
nism: first chooseamonga numberof flow aggreyatesthen
chooseaflow within thegivenaggreyate[1]. Somelevelsof
thehierarchycontainfew aggreyateswhile othersmay con-
tainthousand®f flows; this paperconcernghelatterlevels.
Thehardesschedulinglisciplinesarethosebelongingto the
weightedroundrobin family; we review these next.



A TheWeightedRoundRobinFamily

With weightedroundrobinschedulingaschedulemustsene
the active flows in an order suchthat the servicereceved
by eachactive flow in any long enoughtime interval is in
proportionto a weightfactorassociateavith the flow. It is
not acceptabléo visit the flows in plain roundrobin order,
servingeachin proportiontoitsweigh, becausserviceimes
for heavy-weight flows would becomeclusteredtogethey
leadingto burstinessand large servicetime jitter. So, the
schedulemwill have to operateby keepingtrack of a "next
servicetime" numberfor eachactive flow. In eachstep,we
mustfind theminimumof thesenumbersandthenincrement
it if the flow remainsactive, or deleteit if the flow becomes
inactve. Whenanew paclket of aninactive flow arrives,that
flow hasto bereinsertednto theschedule.

Many schedulingalgorithmsbelongto thisfamily. Thisin-
cludesbothwork-conservingandnon-work-conservinglis-
ciplines. Otherimportantconstituentof a schedulingalgo-
rithm suchasthe mechanisnfor updatingtheservicetime of
a sened flow, or that of a newly-active one,accountfor al-
gorithmvariantssuchasthe virtual clock algorithm,andthe
earliest-due-datandrate-controlledlisciplines[12, ch.9].

B Priority Queueimplementations

All of the abore schedulingalgorithmsrely on a common
computationaprimitive for their mosttime-consumingp-
eration: a priority queuei.e. finding the minimum (or max-
imum) of a givensetof numbers.Priority queueswith only
afew tensof entriesor with priority numbersdravn from a
smallmenuof allowablevaluesareeasyto implement,e.g.
usingcombinationabriority encodercircuits. However, for
priority queueswith mary thousandentriesandwith values
drawn from a large setof allowable numbersheapor cal-
endar queuedatastructuresmustbe used. Otherheap-lile
structureg7] areinterestingn softwarebut arenotadaptable
to high speechardwareimplementation.
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Figurel: Heappriority queue

Fig. lillustratesaheap.lt is abinarytree(top), physically
storedin a linear array (bottom). Non-emptyentriesare

pushedall the way up andleft. The entryin eachnodeis

smallerthantheentriesn itstwo children(thehegp property).

Insertionsare performedat the leftmost empty entry, and
thenpossiblyinterchangeavith theirancestorsore-estabish

the heapproperty The minimum entry is always at the
root; to deleteit, move the lastfilled entry to the root, and
possiblyinterchangeat with descendantsf it that may be
smaller In theworstcasea heapoperationtakesa number
of interchangegqualto thetreeheight.

A calendarqueue[3] is an array of buckets. Entriesare
placedin thebucketindicatedby alinearhashfunction. The
next minimum entry is found by searchingin the current
bucket, thensearchingor the next non-emptybucket. Cal-
endarqueueshave a good averageperformancebut in the
short-termsomeoperationsnay be quite expensve.

C RelatedWbrk

For smallpriority queuegafew tensof entries)or for special
casessuchas plain round robin or round robin with only
a small setof weightfactors,simpleimplementationsvork
effectively [16] [11]. Priority queueswith up to hundredof
entriesusingspecializechardwarewerereportedn [10] [4];
however, they donotoutperformour pipelinedheapmanager
while their costis highet

For priority queueswith mary thousandsf entriescalen-
darqueuesarea viable alternatve. In high-speedbswitches
androutersthe delay of resizingthe calendarqueue—asin
[3]-isusuallyunacceptablesoalargesizeis choserfromthe
beginning. However, the large size createdong sequences
of empty buckets, thus requiring a mechanismto quickly
searcHor thenext non-emptybucket[8] [5]. No specificim-
plementation®f calendamqueuesat the performanceange
consideredn this paperhave beenreportedn theliterature.
Howeverit is hardto give to calendaqueuesa deterministic
responsdime lik e the one featuredby the pipelined heap,
while their costis higher, becauseehashingor linked lists
areneededo handlecollisions. Also, in orderto beefficient,
they usesignificantlymorememory, which is the dominant
costatlargesizes.

Finally, concerningheapmanagemenat high speedwe
had studiedhow fastit canbe performedusinga hardware
FSM managemwith the heapstoredin one or two off-chip
SRAM's[15]. In the presenpaperwe look at higherspeed
heapmanagementsingpipelining. As faraswe know, no-
body elsehadlooked at pipelinedheapmanagemenbefore
this work, while a parallelandindependenstudy appeared
in [2]. In that paper Bhagwan andLin introducea variant
of the corventionalheap,which they call P-heap. However
theP-heaphastwo disadwantageselativeto ourarchitecture.
First,theissuerateof insertoperationcannotexceedthatof
consecutre deleteswhile we achieve twice this speed.Sec-
ond, the forest-of-heap®ptimization (sectionlll.B) is not



possible.Regardingpipelinestructure Bhagwan & Lin use
asingleandlong clock cycleto fit all three basicoperations
(read-compare-write)eededteachreelevel. Comparedo
our modelthatusesa shortclock cycle to fit only onebasic
operation,their design—which usesno pipeline bypasses—
would issuea new operationevery six (6) shortcycles,com-
paredto 1 or 2 of ourimplementation.

Sectionll shovedwhy heapdatastructureplayacentralrole
in the implementationof advancedschedulingalgorithms.
Whentheentriesof alarge heaparestoredin off-chip mem-
ory, or evenwith the top few levels of the heapin on-chip
memory usingoff-chip memoryonly for thebottom(larger)
levels,thedesireto minimizepin costentaildlittle parallelism
in accessinghem. For highestperformancethe entireheap
canbe on-chip,so asto useparallelismin accessingll its
levels,asdescribedn thissection.Suchhighestperformance
—upto 1 operationper clock cycle—will be needece.g. in
0OC-192line cards. An OC-192input line card musthan-
dle anincoming 10 Gbit/s streamplus an outgoing(to the
switching fabric) streamof 15 to 30 Ghit/s. At 40 Gbps,
for pacletsasshortasabout40 bytes,the pacletrateis 125
M paclets/s;eachpaclet may generateone heapoperation,
hencethe needfor heapperformancén excessof 100M op-
erations/s.A wide spectrumof intermediatesolutionsexist
too,asdiscusseth sectionV oncost-performanceadeofs.

PIPELINING THE HEAP MANAGEMENT

A HeapAlgorithmsfor Pipelining

Fig. 2 illustratesthe basicideasof pipelinedheapmanage-
ment. Eachlevel of the heapis storedin a separatghysical
memory andmanagedy a dedicateccontrollerstage.The
externalworld only interfacesto stagel. The operations
provided arei) inserta new entry into the heap(on paclet
arrival, whentheflow becomesion-idle);ii) deleteMin:read
and deletethe minimum entry i.e. the root (on packet de-
parture,whenthe flow becomeddle); andiii) replaceMin:
replacgheminimumwith anew entrythathasahighervalue
(onpacletdeparturewhentheflow remainson-idle). When
a stagels requestedo performanoperationjt performsthe
operationon the appropriatenode at its level, and then it
recursvely asksthe level below to alsoperformaninduced
operation. For levels 2 andbelow, the nodeindex, i, must
alsobe specified. Eachstageis thusableto processa new
operationassoonasit hascompletedhe previousoperation
atits own level only.

Thereplaceoperationis the easiesto understandin Fig.
2, the given arg1l must replacethe root at level 1. Stage
1 readsits two childrenfrom L2, to determinewhich of the
threevaluessthenew minimum,to bewritteninto L1; if one
of the ex-childrenwas the minimum, the given arg1 must

new entry min. entry
to insert deleted

opcode ‘
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Figure2: Simplifiedblock diagramof the pipeline

now replacethatchild, giving riseto areplaceoperationfor
stage?, andsoon.

The deleteoperationis similar to replace. The argl is
now eithertherightmostnon-emptyentryof thebottom-most
non-emptylevel (which is thendeleted),or, whenmultiple
operationsrein progressn variouspipelinestagesit comes
from theyoungest-in-progresasert(whichis thenaborted).
ThelastEntrybusis now usedto provide argl.

The traditionalinsert algorithm needsto be modified[9]
[15]. Insteadof insertingthe new entry at the bottom, it is
insertedat theroot, in orderfor all the operationgo proceed
top-to-bottom.Recursie repositioningsarethenperformed
to theproperofthetwo sub-heapsBy properlysteering-left
or right sub-heap-this chainof insertionsat eachlevel, we
canensurethatthe lastinsertionwill be guidedto occurat
preciselythe heapnodenext to the previously-lastentry.

Eachoperationon a nodes, in eachstageof Fig. 2, takes
3 clock cycles: i) readfrom memory;ii) comparetwo or
threevaluesto find the minimum; iii) write this minimum
into the memory of this stage. Using such an execution
pattern,operationsripple down the pipeline at the rate of
one stageevery 3 clocks, allowing an operationinitiation
rate no higherthan1 every 3 cycles. We canimprove on
this rateby overlappingthe operationof stages.In this way
anoperationcanstartworking on consecutie levels, before
the work to be doneon previous levels hascompleted. We
canthusendup with a ripple-dovn rate of one stageevery
cycle, requiring a readthroughputof 4 valuesper cycle in
eachmemory plusanadditionalwrite throughputof 1 entry
percycle. Cost-performancéradeofs arefurther analyzed
in sectionlV.



B Managing a Forestof Multiple Heaps

In a systemthatemployeeshierarchicalscheduling(section
I), thereare multiple sets(aggregates)of flows. At the
secondandlower hierarchylevels,we wantto choosea flow
within agivenaggrayate.Whenpriority queuesareusedfor
this latter choice,we needa managerfor a forestof heaps
—oneheapper aggrejate. Our pipelinedheapmanagercan
be corveniently usedto managesucha forest. Referring
to Fig. 2, it sufiicesto storeall the heaps'in parallel, in
the memoriesL1, L2, L3, ..., andto provide an index i1
to the first stage(dashedines), identifying which heapin
the forestthe requestedperationrefersto. Furthermore,
for a given maximumnumberof flows in the system,great
memorysasingscanbeachievedfor thelargememoriesear
theleaves|6].

IV COSTPERFORMANCE TRADEOFFS

A wide range of cost-performancetradeofs exists for

pipelinedheapmanagers.The highestperformancgunless
one goesto superscalapbrganizations)s for operationsto

ripple down the heapat onelevel per clock cycle, and for

new operationgo alsoenterthe heapat thatrate. Analysis
howevershovedthatthisrequires2-portmemoryblocksthat
are4-entrywide, plus expensve global bypasse$6]. This

high-costhigh-performanceptionappearsn line (i) of Ta-

ble 1. To have a concretenotion of memorywidth in mind,

in our exampleimplementation(sectionV) eachheapentry
is 32 bitswide. To avoid globalbypassesyhich requireex-

pensvedatapathandmayslow dovntheclockcycle,delete
(or replace)operationdhave to consume? cycleseachwhen
immediatelyfollowing oneanotherasnotedin line (ii). In

mary casesthiswill beaninsignificantperformancgenalty
becaus@necanoftenarrangefor oneor moreinsertionsto

beinterposedetweerdeletionsjn which casetheissuerate
is still oneoperationperclock cycle.

[ Tablel: Alternativeswith on-chipSRAM |

L COST 1
| SRAM Perf. PP
N # Width | Bypass|| ccper | ccPer
E || Ports| (entr) | Paths DEL INS
[ 2 4 global 1 1
ii 2 4 local lor2 1
iii 1 4 local 2 2
iv 1 2 global 2 2
\ 1 2 local 3 2
Vi 1 1 local 4 2

To furtherreducecost,single-portmemoriescanbe used.
Thecorrespondingpeedcanbe seenatline (iii) andbelow.
If wegofurtheronandreducememorywidth, mainly econo-
mizing on power consumptionye canhave theperformance

ofline (v). Line (iv) givesanalternatvewith globalbypasses,
which however opposedo costreduction. Finally line (vi)
concernssingle-entry-widenemories.

Anotheroption studied,wasto placethe last one or two
levels of the heap(the largestones)in a single (one port)
off-chip SRAM in orderto economizein silicon area. We
consideoff-chipmemoriesf width 1 or 2 heapentries. The
read-compare-writioop for deleteoperationsiow becomes
longer Thus,theissuerateis aspresentedn Table2.

| Table2: AlternativesWith Off-chip SRAM ||

L COST 1
| | Off-Chip SRAM Perf. (P
N Width Levels ccper | ccPer
E || (entries)| contained|| DEL INS
i 2 1 5 2
ii 1 1 6 2
iii 2 2 5 4
iv 1 2 6 4
V  IMPLEMENTATION

We have designeda pipelinedheapmanageras a corein-
tegratableinto ASIC's, in synthesizablé/erilog form. We
choseto implementtheversionappearingn line (i) of table
1 (sectionlV). Replaceoperationsare not supported(but
canbeaddeceasily),becausehey areoftenimplementedas
split delete-insertransactionswith somedelaybetweerthe
deleteandtheinsertoperations.

In orderto verify our design,we wrote three modelsof
a heap,of increasingevel of abstractionandwe simulated
themin parallelwith the Verilog design,sothateachhigher
level modelchecledthe correctnes®f the next level, down
to the actualdesign. We have verified the designwith mary
differentoperationsequencesctivating all existing bypass
paths. Testpatternsof tensof thousand®f operationsvere
used,in orderto testall levels of the heap,also reaching
saturatiorconditions.

In an exampleimplementatiorthatwe have written, each
heapentry consistsof an 18-bit priority valueanda 14-bit
flow identifier, for atotal of 32 bits perentry Eachpipeline
stagestoresthe entriesof its heaplevel in four 32-bit two-
port SRAM blocks. We have processedhe designthrough
Synopsyso getareaandpeiformarceinformation. Foral6K
entryheapthelargestSRAMblocksare2 K x 32. Mostof the
areafor the designis consumedy the unavoidableon-chip
memory The datapathandcontrolof one(general)pipeline
stagehave a compleity of about5.5K gates$ plus 500 bits

IWe assumedzero-us-turnaround (ZBT — IDT trademark; see
http://mwwmicron.com/mti/msp/html/zts.html) off-chip memory which
operatesvith the sameclock astherestof theheap

2simple2-inputNAND/NOR gates



of flip-flops/registers. For our exampleimplementationthe
resultingcompleity is about80K gates,/K registerbits,and
0.5M memorybits. The approximateareaconsumedfor a
0.18-micronCMOSASIC library, is 14.5mm? in total, with
4.3mm? concerningdatapath.

Theclockfrequeng is approximatelyl80MHzfor a heap
of 16K entries,in a consenrative 0.18-microntechnology
Using more efficient technologythan the low-power-low-
speedone we used,we estimatethat the clock frequeny
wouldreach250to 300MHz. With aclockspeedf 200MHz,
this heapprovidesathroughputof 200MegaOperationgper
SecondMops)(100Mopsfor consecutie deleteoperations
with no interposednsertions).Evenfor pacletsassmallas
40bytes,200Mopstranslateso arateof about64Gbps.For
moreinformationon our implementatiorse€|6].

CoNcCLUSIONS:  We have designeda pipelinedheapman-
ager thus demonstratingthe feasibility of large priority

gueueswith throughputratesabove 100 million operations
per second,at reasonableost. The feasibility of priority

gueueswith mary thousandsof entriesin this throughput
range hasimportantimplicationsfor high speednetworks

andthe future internet. Many sophisticatedalgorithmsfor

providing top-level quality-of-serviceguaranteegely onper

flow queueingand priority-queue-basedchedulers. Thus,
we have demonstratethe feasibility of thesealgorithms,at

reasonableost,at OC-192(10 Gbps)andhigherrates.
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